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The incomplete cancellation of the electron self-interaction can be a serious shortcoming of density-functional
theory especially when treating odd-electron systems. In this work, several popular and potentially viable
correction schemes are applied in order to characterize the electronic structure of stacked molecular pairs,
consisting of a neutral molecule and adjacent radical cation, as a function of separation distance. The unphysical
sharing of the positive charge between adjacent molecules separated by 6-7 Å is corrected for by applying
a new empirical scheme proposed by VandeVondele and Sprik [Phys. Chem. Chem. Phys.2005, 7, 1363]
with a unique choice of parameters. This method is subsequently applied to characterize the electronic structure
of two neighboring guanines excised from a canonical Arnott B-DNA structure and will be used in future
investigations of certain model DNA fibers.

1. Introduction

Systems with an odd number of electrons are of great interest
in the chemical sciences and merit intense theoretical examina-
tion. Yet, density-functional theory (DFT), one of the most
powerful techniques for modeling electronic structure changes
in systems containing∼100 atoms, must be applied with great
care. The approximate description of the electron exchange (X)
and correlation (C) in a DFT calculation is unable to correct
for the spurious self-interaction of the electron included in the
Hartree (electron-electron) repulsion energy, resulting in the
well-known self-interaction error (SIE) of DFT.1 Importantly,
the SIE is not necessarily bad: It can successfully emulate
unspecified short- and long-range electron correlation effects
that are missing from the approximate XC functional,2,3 thereby
improving the accuracy of the DFT description. As a conse-
quence, uncorrected DFT is very successful in describing certain
molecular properties including standard covalent bonds and
interacting closed shells.2,4 However, the SIE is also responsible
for some dramatic failures of DFT,5 including (the modeling
of) certain atomic properties,1 the dissociation of odd-electron
systems,2,3 the underestimation of reaction barriers, and charge
transfer processes.6,7 Prototypical problems that are difficult to
solve are the geometry of the quartz Al center8,9 and the solvent
shell structure of the OH radical in liquid water.10,11Due to the
ambivalent role played by the SIE, a great deal of effort3,12,13is
being devoted to design new XC functionals including both
exact or Hartree-Fock exchange, thereby eliminating the SIE,
as well as electron correlation effects mimicked by the SIE,
potentially leading to a general way to deal with all types of
systems. However, in certain applications, such as the dissocia-
tion of radical cation dimers including H2+ or polyatomic radical
cations where the SIE is detrimental,2,3 it can be more practical

either to employ hybrid functionals5 or simply to correct standard
XC functionals by applying a self-interaction correction
(SIC).1,14,15

In this work, the DFT description of the electronic structure
of overlapping molecular pairs that have an unpaired electrons
resembling a (kind of) polyatomic radical cationsis shown to
be remarkably improved by the application of a new empirical
SIC scheme proposed by VandeVondele and Sprik.15 In
particular, this method is applied to examine a biologically
relevant system, a positively charged guanine dimer that
possesses the same geometry as two adjacent guanine nucle-
otides in a DNA helix. This sequence is very important due to
its relatively low ionization potential and, thus, pivotal role
played in DNA charge transfer, which is being studied in order
to assess the feasibility of DNA-based electronic devices as well
as to understand repair mechanisms within damaged DNA.16,17

Upon application of the SIC, a physically reasonable localization
of the charge is observed that is consistent with other SIE-free
calculations. A similar result is obtained for a pair of stacked
adenine bases, which are more easily ionized than adjacent
thymine or cytosine nucleotides, thus providing a key step in
improving the description of the hole wavefunction in DNA.
Accordingly, the stage is set for future investigations of certain
oxidized DNA fibers to complement previous studies by our
laboratory of the guanine:cytosine dodecamer.18,19

The organization of this article is as follows: In section 2,
the models and methods employed are introduced. In sections
3and 4, the electronic structures of a stacked benzene radical
cation and benzene molecule as well as a guanine ion and
molecule in eclipsed geometries are examined by performing
reference calculations using computational methods that are not
suffering from the SIE (such as Hartree-Fock and post-
Hartree-Fock techniques) and comparing the results obtained
to those from uncorrected DFT as well as from DFT calculations
employing different SIC schemes. Subsequently, in section 5,
the most appropriate SIC is identified and applied to investigate
a guanine dimer excised from an Arnott B-DNA. In section 6,
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this method is tested further by calculating ionization potentials
of isolated benzene and the DNA bases as well as probing the
electronic structure of the other nucleotide stacks. In addition,
the physical nature of the SIE in all of the systems studied is
briefly discussed. Conclusions are drawn in section 7.

2. Computational Methods

Following the geometry optimization of the neutral molecule
and radical cation, selected molecular pairs were placed in
eclipsed (sandwich) conformations in order to maximize the
intermolecular interactions. Using the isolated (neutral and
radical cation) molecular geometries calculated at the appropriate
levels of theory, the electronic structure as a function of the
separation between molecular planes was calculated at the
following levels of theory using the Gaussian 03 software
package:20 restricted open-shell Hartree-Fock (ROHF), DFT-
ROBLYP and DFT-ROB3LYP, unrestricted MP2 (UMP2), and
complete active space multiconfiguration SCF, termed CASSCF-
(X,Y), involving X electrons within a subset,Y, of the ROHF
orbitals, as explained in refs 21 and 22. By restricting the
orbitals, mixing with higher spin states (spin contamination) is
avoided.23

Additionally, DFT-ROBLYP calculations with the SIE and
with several different SICs were carried out as implemented in
the Quickstep module24 of the CP2K package. In Quickstep, a
SIC can be applied by adding to the (restricted open-shell)
Kohn-Sham energy,

a correction term,ESIC, according to three schemes,

where the electronic spin densitym(r ) ) FR(r ) - Fâ(r ), while
FR(r ) ) ∑i

N+1|ψiR(r )|2 is the R electron density andFâ(r ) )
∑i

N|ψiâ(r )|2 is the â electron density of the 2N +1 electron
system. Also,F(r ) ) FR(r ) + Fâ(r ). Note that the radical or
singly occupied molecular orbital (SOMO) is closely related to
m(r ) in these (restricted) calculations, becauseψiR(r ) ) ψiâ(r ).

All three SIC schemes in eqs 2-4 are a simplification of
that proposed by Perdew and Zunger, who started with the fact
that the functional,EH[F(r )], contains a self-interaction term for
every electron and proved1 that the exact exchange-correlation
functional,EXC[FR(r ), Fâ(r )] would cancel these terms exactly
but is unknown. Accordingly, to correct for the practical use of
any approximateEXC[FR(r ), Fâ(r )], the electron self-repulsion,
and its incomplete cancellation, can be subtracted out ofEKS

on an orbital-by-orbital basis,1

whereFiσ ) |ψiσ(r )|2, andσ ) R or â. However, this correction
is both expensive and dependent on the nature of theψiR(r )’s,
i.e., its magnitude is affected by a unitary transformation of the
ψiR(r )’s, which is problematic14 when attempting to minimize
the resultant energy,EKS + ESIC. Motivated by this fact and
the observation that the most relevant self-interaction is typically
that of the unpaired electron, the refined correction,ESIC

PZ in eq
2, inspired by Perdew and Zunger,1 was proposed by Mauri
and co-workers.14 The ESIC

PZ is a functionalonly of m(r ), a
physical observable, and subtracts the self-interaction term
associated with the unpaired electron from bothEH[F(r )] and
EXC[FR(r ), Fâ(r )]. A different SIC,ESIC

M in eq 3, also proposed
by Mauri and co-workers,14 subtracts the unpaired electron self-
interaction fromEH[F(r )] and replacesEXC[FR(r ), Fâ(r )] for the
2N +1 electron system with that for theN electron system
without the unpaired electron. These corrections are imple-
mented using restricted orbitals in order to avoid an unphysical
solution tom(r ).14 Last, ESIC

SS in eq 4 is an empirical “scaled
SIC” including the adjustable parametersa and b introduced
by VandeVondele and Sprik,15 allowing great flexibility in
treating systems that are not well described by the other methods.

A systematic procedure was used to identify the most
appropriate SIC scheme for the systems investigated in this
work. Initially, m(r ) was calculated for the uncorrected DFT-
BLYP geometries (with the SIE) of the neutral molecule and
radical cation employing either theESIC

PZ or ESIC
M corrections as

well as theESIC
SS scheme. For the latter, the parameter space

was initially scanned by performing 64 single-point calcula-
tions25 and adjusting the parametersa andb from 0 to 1.4 in
increments of 0.2. For promising values ofa andb [i.e., those
yieldingm(r)’s consistent with benchmark calculations as shown
in the figures] as well as other selected values, the geometries
of the neutral molecule and radical cation were optimized using
the empirical SIC, and binding energies were calculated. Results
were tested for convergence with respect to basis set size; the
calculatedm(r )’s shown are essentially converged, as are the
binding energies obtained for the guanine system excised from
AB-DNA, which are presented for three basis sets of increasing
quality.

Additional technical details of this work are also important.
The Gaussian calculations were performed with a 6-31G* basis
set and checked for convergence with respect to both basis set
size and the density matrix convergence criterion. Notably,
converged Gaussian DFT results were obtained only after
increasing this criterion from 10-3 (“normal”) to 10-6 (“tight”),
requiring a different SCF proceduresCDIIS with dynamic
damping, instead of the default methodsto facilitate conver-
gence. In the Quickstep calculations, the valence electrons were
described both with a double-ú valence basis set with polariza-
tion functions, DZVP,24 and an auxiliary plane-wave basis set
with a density cutoff of 350 Ry, while the core electrons and
nuclei were treated with Goedecker-Teter-Hutter pseudopo-
tentials.26,27Energies were tested for convergence with respect
to the wavefunction gradient (standard 10-6 criterion) and cell
size, which was required to be 20 Å in a periodic image
decoupling scheme.28 As a consistency check, results obtained
using Quickstep with the choice of parametersa ) 0.0 andb
) 0.0 were observed to be very similar to the Gaussian
ROBLYP results; small discrepancies are due to the slightly
different basis sets and use of pseudopotentials.

3. Results: Neutral Benzene and Benzene Radical Cation

In this section, several different SICs are applied to the DFT
description of a polyatomic radical cation dimer consisting of

EKS )
1

2
∑
i,σ

〈ψiσ|32|ψiσ〉 + ∫dr F(r ) υ(r ) +

1

2
∫dr dr ′

F(r ) F(r ′)

|r - r ′|
+ EXC[FR(r ), Fâ(r )]

EKS ) T[{ψiσ}] + EEXT[F(r )]

+ EH[F(r )] + EXC[FR(r ), Fâ(r )] (1)

ESIC
PZ ) -EH[m(r )] - EXC[m(r ), 0] (2)

ESIC
M ) -EH[m(r )] -

(EXC[FR(r ), Fâ(r )] - EXC[FR(r ) - m(r ), Fâ(r )]) (3)

ESIC
SS ) -aEH[m(r )] - bEXC[m(r ), 0] (4)

ESIC ) ∑
i,σ

- EH[Fiσ(r )] - EXC[Fiσ(r ), 0] (5)
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a stacked benzene molecule, the prototypical conjugated mol-
ecule, and its radical cation. The electronic structure as a
function of separation distance is compared to that predicted at
the HF level of theory, which is sufficient to yield a qualitatively
accurate picture of the SOMO, although binding energies are
not quantitatively correct due to the absence of electron
correlation. For this system, the most appropriate SIC is slightly
different than that for stacked radical cation DNA base pairs
(sections 4 and 5), underscoring the sensitivity of the results to
the magnitude of the correction and the limitations of the
empirical SIC approach, i.e., the fact that a single correction is
not appropriate for all stackedπ systems.

The electronic structure of a stacked benzene molecule and
ion is calculated at the ROHF level of theory in order to have
results without the SIE. Calculations were performed by placing
a neutral benzene,D6h symmetry, above the benzene radical
cation, D2h symmetry,29 and varying the separation distance.
At a separation of 3 Å, the molecule with the isolated cation
geometry is slightly favored by the unpaired electron, based on
the size of the isosurface lobes ofm (Figure 1, top row). This
is consistent with physical intuition. As the aromatic rings are
pulled apart to 7 Å, the unpaired electron is completely localized
on this species, which is the expected outcome (Figure 1, top
row). Furthermore, the radical “orbital” possesses a single nodal
plane and resembles one of the degenerate HOMOs of an
isolated benzene molecule. Thus, a correctqualitatiVe descrip-
tion of the unpaired electron is obtained at this level of theory.

In marked contrast, at the ROBLYP level of theory, this
R-electron is unrealistically shared between both aromatic rings
at a separation of 7 Å and, in fact, somewhat favors the molecule
with the isolatedneutral geometry (Figure 1, middle row). A
graphical depiction is obtained by comparing the projections
of m along thez-axis for the radical ion and neutral molecule

(Figure 2). Note that the projection obtained at a separation of
3 Å at the ROHF level of theory is generally consistent with
that at the UMP2 level, although the preference of the electron
for either the ion or neutral molecule is unclear, at least partly
due to spin contamination affecting the UMP2 results. Also,
the m profiles obtained using the BLYP functional are not
improved significantly by employing the B3LYP functional (not
shown), with a refined exchange term including some exact
exchange.

On the other hand, the DFT electronic structure description
is significantly improved by the application of the “scaled SIC”
method with the choice of empirical parametersa ) 0.8 andb
) 0.5 (section 2), labeled “ROBLYP-SIC” in Figure 1, bottom
row. In fact, the unpaired electron is now much more localized
on one of the molecular species at a separation of 7 Å, while
the already satisfactory “ROBLYP” results at 3 Å are, more or
less, unaffected. (Apparently, the correction is unable to
overcome the tendency of DFT-ROBLYP to favor the isolated
neutral geometry.) By integrating thez-projections ofm, the
fractional electron populations on the preferred species (with
the benzene cation geometry for ROHF but the benzene neutral
geometry for ROBLYP-SIC) are obtained: for ROHF, they are
either 0.72 (3 Å) or 1.00 (7 Å), while fora ) 0.8 andb ) 0.5,
0.58 (3 Å) and 0.77 (7 Å). However, this desirable outcome is
sensitive to the values ofa andb: A complete localization of
the unpaired electron at a separation of 7 Å can be achieved
with the valuesa ) 0.8 andb ) 0.4 (Figure 2). Also, neither
theESIC

M method nor the parameter choice,a ) 0.2 andb ) 0,
of ref 15 is able to capture the correct behavior, yielding either
a highly localized electron (at small gaps) or delocalized electron
(at large gaps), respectively. TheESIC

PZ method (equivalent toa
) 1.0 andb ) 1.0) is, also, predicting a more delocalized
electron relative to other (a,b) values. For certain other choices
of a andb, the isosurfaces obtained are unphysical, e.g., they
are not symmetric and confined to three atoms (or one half) of
the neutral molecule. In these cases, converged results are
difficult to obtain and are also highly sensitive to the initial
wavefunction guess, indicating that the method is not able to
locate the global minimum. These problems, and the fact that
the optimal correction is slightly different for the benzene
system, might be explained by the observation that the
geometries of the molecular components are quite similar. In a
diatomic radical cation such as H2

+, a continuum of ground
states ranging from covalent to ionic is predicted.5 Thus,
“correcting” the approximate DFT-BLYP functional might
eliminate useful nondynamic correlation effects that are needed
to describe the ground state of the system. Incidentally, the
projections of m are two-dimensional and a less sensitive
measure than the isosurfaces ofm themselves, and consequently
a “window” of parameters is obtained describing reasonably
well the unpaired electron at both small and large separations
(Figure 2).

As a quantitative assessment of the empirical SIC scheme,
selected binding energies as a function of separation distance
between the benzene cation and molecule are given in Table 1.
At the uncorrected DFT-BLYP level, the charged pair is
attractive, 11.0 kcal/mol, at a separation of 3 Å. The lack of
steric repulsion combined with a slowly decaying ion-dipole
electrostatic coupling yields a larger binding energy, 21.4 kcal/
mol, at 7 Å. The empirical SIC scheme with the choice of
parametersa ) 0.8 andb ) 0.5 affects these values signifi-
cantly: It yields-5.4 and-5.9 kcal/mol, respectively, which
is a consequence of the nature of the correction. Other values
of the binding energy calculated for pertinent choices ofa and

Figure 1. Isosurface contours ofm(r) ()0.002) for separations of either
3.0 or 7.0 Å between a benzene radical cation and molecule calculated
at different levels of theory. The “ROBLYP-SIC” results were obtained
by settinga ) 0.8 andb ) 0.5. In all figures, the radical cation
possesses the smallerz-coordinate.
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b are also tabulated. Because correlation effects are crucial in
describing dispersion interactions, a repulsion is predicted
betweenneutral benzene molecules for methods such as HF
and B3LYP using a 6-311++G(d,p) basis set,30 whereas
accurate potential energy profiles are given by MP2 calcula-
tions.31

4. Results: Neutral Guanine and Guanine Radical Cation

In order to test the empirical SIC scheme further, a very
different molecule containing heteroatoms, and its radical cation,
are examined. Guanine is the most easily oxidized nucleobase
and is intimately involved in the mechanism of charge transport
in oxidized DNA fibers. Because the conclusions drawn are
particularly important in regard to future (biological) applica-
tions, first, results obtained at the ROHF level of theory are
validated by comparison both to UMP2 and CASSCF results,
after noting satisfactory agreement of the isolated neutral and
radical cation geometries obtained to previous calculations.32

Subsequently, both uncorrected and SIE-free DFT results are
compared to these calculations.

For the separation distances tested, the agreement between
the ROHF and CASSCF results is excellent (Figure 3, first and
second rows). In particular, the isosurface ofm obtained at the
ROHF level of theory for a gap of 2.5 Å is very similar in
appearance to the isosurface of the radical SOMO obtained by
performing a CASSCF(7,8) calculation, initiated by interchang-
ing molecular orbitals 82 and 83 or 82 and 84. This is not
surprising, as the ground state is assigned a high weight of
0.95142 ) 91% in the CASSCF CI matrix, although significant

stabilization is realized due to correlation effects,E(ROHF))
-1078.3686601 au versusE(CASSCF)) -1078.4370199 au.
The active space is chosen in order to include the most relevant
π orbitals of both the cation and neutral species, and the total
energy is converged with respect to a unit increase of the active
space [to either (7,9) or (9,8)], but a calculation including the

Figure 2. Projection ofm(r ) for separations of 3.0 and 7.0 Å between a benzene cation (smallerz-coordinate) and molecule (0.08 Å bin).

TABLE 1: Binding Energies (kcal/mol) for Different
Charged Pairs at the ROBLYP Level of Theory

SIC for selected values ofa,b

charged paira (gap) no SIC 0.2,0 0.8,0.4 0.8,0.5 1.0,1.0

guanine (AB-DNA) 7.6 4.3 3.7 3.6b 4.7
guanine (2.5 Å) -90.7 -94.1 -109.8 -101.8 -98.0
adenine (2.5 Å) -81.4 -84.3 -79.5 -91.5 -86.9
cytosine (2.5 Å) -54.1 -78.5 -148.4 -141.9 -70.9
thymine (2.5 Å) -126.2 -133.6 -145.2 -146.2 -143.8
benzene (3.0 Å) 11.0 5.1 -16.6 -5.4 -5.3

guanine (6.0 Å) 12.4 6.4 0.7 0.7 2.8
adenine (6.0 Å) 15.6 10.0 -4.2 2.7 6.1
cytosine (6.0 Å) 18.7 0.5 0.4 0.3 0.1
thymine (6.0 Å) 14.4 5.7 0.3 0.1 -0.1
benzene (7.0 Å) 21.4 12.6 -6.7 -5.9 3.4

a Not corrected for basis set superposition error.b Values using a
TZV2P and a QZV3P basis set are 1.9 and 1.4 kcal/mol, respectively.

Figure 3. Isosurface contours ofm(r ) ()0.002, purple lobes) or of
the radical orbital (x0.002 ) (0.045, where ice blue/pink orbitals
have a positive/negative sign) for separations of either 2.5 or 6.0 Å
between a guanine radical cation and molecule calculated at different
levels of theory. The “ROBLYP-SIC” results were obtained by setting
a ) 0.8 andb ) 0.5.
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remaining eightπ electrons would be prohibitive. Upon increas-
ing the gap to 6 Å, the isosurface ofm obtained at the ROHF
level is nearly identical to the SOMO of an isolated guanine
radical cation obtained at the CASSCF(7,5) level upon inter-
changing the ROHF orbitals 35 and 36 (Figure 3, first and
second rows). Again, this result is expected, given a ground
state weight of 0.98992 ) 98% in the CASSCF CI matrix; the
energies areE(ROHF)) -539.1481472 au versusE(CASSCF)
) -539.1675688 au. Last, the projections ofm predicted at
the ROHF level of theory are very similar to the UMP2 results
(Figure 4). Thus, ROHF calculations are able to describe well
the electronic structure of stacked guanines. Although dispersion
effects originating in the electron correlation are very important
in describing the minimum energy structures obtained with
respect to the parameters (such as twist, slide, shift, and roll)
defining the orientation of theneutralmonomers,33-36 they are
less important here, where the predominant electrostatic (e.g.,
ion-dipole) contributions andπ-π interactions are captured
at the ROHF level of theory.

A dramatic failure of DFT-ROBLYP, but spectacular recovery
upon applying a SIC, is also observed for this stacked pair. In
particular, the electron is highly delocalized at a separation of
6 Å as predicted at the ROBLYP level of theory, which is
physically unreasonable (Figure 3, third row). However, upon
applying the empirical SIC method with the choicea ) 0.8
andb ) 0.5, the electron is now localized exclusively on the
molecule with the isolated cation geometry, as shown by the
results labeled “ROBLYP-SIC” in Figure 3, fourth row, in
excellent agreement with the reference calculations. By integrat-
ing thez-projections ofm, the fractional electron populations
on the guanine cation are, for ROHF, 0.71 (3 Å) and 1.00 (7
Å), while for a ) 0.8 andb ) 0.5, they are 0.68 (3 Å) and 0.99
(7 Å). This result is dependent on the choice ofa andb, e.g.,
the structure predicted usinga ) 0.8 andb ) 0.4 is too localized
at a gap of 2.5 Å (Figure 4). TheESIC

PZ and ESIC
M schemes are

suffering from the same problems as described above, while a
“window” of parameter values is once again able to reproduce
themprojections of the ROHF or UMP2 calculations, although
the optimal values ofa andb are somewhat different from those
in Figure 2.

To continue the evaluation of the method, the binding energies
for the stacked guanine cation and neutral molecule are given
in Table 1. At the very short separation distance of 2.5 Å, the
charged pair is repulsive,-90.7 kcal/mol, but it is attractive,
12.4 kcal/mol, for a gap of 6.0 Å at the uncorrected DFT-BLYP
level. These values are significantly altered by the empirical
SIC scheme with the choice of parametersa ) 0.8 andb )

0.5, yielding-101.8 kcal/mol and 0.7 kcal/mol, respectively.
The magnitude of the difference is less for the choicea ) 0.2
andb ) 0.0 and, surprisingly, fora ) 1.0 andb ) 1.0 as well,
neither of which is able, however, to reproduce the correctm.

5. Results: Two Guanine Molecules in the Arnott B-DNA
Geometry

The excellent agreement described in section 4 is also
observed upon examining a pair of guanine bases separated by
3.4 Å and twisted by 36° relative to one another, i.e., neighbors
excised from a poly(dG)-poly(dC) strand in the Arnott B-DNA
canonical structure. Calculations at both the ROHF and ROBLYP-
SIC levels of theory (witha ) 0.8 andb ) 0.5) are predicting
a high localization of the unpaired electron on the guanine
radical cation (Figures 5 and 6), consistent with earlier studies
of charged sequences37,38 as well as studies examining the
sensitivity of the HOMO to a change in twist angle between
neutral guanines.33,34 In contrast, it is shared among both
guanine bases at the uncorrected ROBLYP level. However, these
results must be carefully interpreted in regard to the electronic
structure of adjacent guanines in a DNA helix. If a “random”
configuration is examined at finite temperature in which the
helical geometry is distorted from the average X-ray structure,
the positive charge may be delocalized among two or three
bases, but solvent effects can act to modulate the spatial extent
of the charge.19,39-41 Thus, the most accurate results can only
be obtained by inclusion of explicit solvent and counterions, as
well as finite-temperature (entropic) effects.

Because both dispersion interactions and hydrogen bonding
between bases are essential to preserve the DNA double helix,
it is important to ascertain the effect of the empirical SIC scheme
on the calculated binding energies between the guanine cation
and molecule. A binding energy of 7.6 kcal/mol is calculated
at the uncorrected DFT-BLYP level, while that obtained upon
applying the SIC with the empirical parameters,a ) 0.8 andb
) 0.5, is approximately halved. Interestingly, this result is
independent of the choice ofa andb for the values shown in
Table 1. Thus, the SIC is not influencing the qualitative
prediction of a binding interaction between the charged pair,
although the behavior of the DNA in solution during a dynamics
run could be significantly altered. In this case, a dispersion
correction term may be applied.42

6. Additional Results and Implications for Modeling DNA

In this section, the feasibility of using the empirical SIC
scheme to model the hole wavefunction in DNA base sequences

Figure 4. Projection ofm(r ) for separations of 2.5 and 6.0 Å between a guanine cation and molecule (0.08 Å bin).
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is discussed. First, the accuracy of this scheme in reproducing
the ionization potentials of benzene and the isolated nucleotides
is evaluated, followed by SIE-free DFT results obtained for the
remaining stacked DNA bases. Although the calculated IP of
cytosine is anomalously low, the method, witha ) 0.8 andb
) 0.5, can still be applied to selected DNA fibers.

An important test of the “scaled SIC” scheme is the
calculation of the vertical ionization potential (VIP) for benzene
and the DNA nucleotides. The VIP is defined as the difference
in energy between the neutral molecule and the radical cation
with the geometry of the neutral molecule. With one exception,
the relative VIPs obtained with the SIC ofa ) 0.8 andb ) 0.5
are in reasonable agreement with both the uncorrected results
and the literature values43-45 (Table 2). Unfortunately, the VIP
of cytosine (7.00 eV) is substantially underestimated and might

compete with guanine (7.64 eV) for the positive charge (electron
hole) in model DNA fibers. By employing the ROBLYP
geometry of the radical cation and calculating (with the empirical
SIC of a ) 0.8 andb ) 0.5) the adiabatic ionization potentials
(AIPs) of guanine (7.51 eV) and cytosine (7.26 eV), this
difference, however, is reduced from 0.64 eV to 0.25 eV. The
method could be further evaluated by calculating the VIPs of
selected base sequences. For example, the ionization potential
of a sequence, such as GGG, is known to be less than that of
a single nucleotide39 and might compete favorably with a
cytosine base. Alternatively, this empirical SIC can be applied
to a DNA double helix if certain base pairs, i.e., A-T, are treated
quantum mechanically, whereas others, i.e., G-C, are modeled
with a molecular mechanical force field in a mixed QM/MM
computational scheme. (This setup would ensure the integrity
of the hydrogen bonds forming the double helix; it may be
difficult to capture these interactions in a QM/MM calculation
employing a fully QM helix but a molecular-mechanical sister
helix.) In Table 2, neither the parameter choicea ) 0.8 andb
) 0.4 nora ) 0.8 andb ) 0.6 is able to yield the correct relative
values of the guanine and cytosine VIPs.

Importantly, the isosurfaces ofm obtained for the neutral
adenine molecule and adenine radical cation can be fixed by
applying the empirical SIC scheme (Figure 7, top panel). With
the choice of parametersa ) 0.8 andb ) 0.5, the description
of the adenine charged pair is consistent with ROHF calcula-
tions, whereas the uncorrected ROBLYP calculation is predict-
ing a shared (delocalized) state at a separation of 6 Å. The
situation is similar for the thymine cation-molecule pair (Figure
7, middle panel), although an exceptional localization ofm is
predicted for a separation of 6 Å upon applying the empirical
SIC scheme. The cytosine cation-molecule is poorly described
by the empirical SIC (Figure 7, bottom panel). The excessive
localization for a separation of 2.5 Å, as well as some of the
anomalies (i.e., spikes) for the adenine and thymine stacked
pairs, is a consequence of the uncorrected ROBLYP geometries
employed; the correct projections are obtained for thymine and
cytosine systems using the actual optimized geometries for
values ofa ) 0.8 andb ) 0.5. Last, binding energies for these
systems are presented in Table 1.

In hindsight, the success of the set of parametersa ) 0.8
andb ) 0.5 is not entirely surprising. In these systems, the SIE
is manifested at long range, where a slowly decaying effect such
as the Coulomb self-repulsion is expected to dominate, requiring
a large correction to the Hartree energy in order to compensate,
i.e.,a ≈ 1. By contrast, within the first solvation shell, a different
set of parameters,a ) 0.2 andb ) 0.0, is preferred to correct
for the SIE.15 However, the difference betweena andb in both
of these cases is about the same, either 0.2 or 0.3. Thus,
apparently the total “repulsion” experienced by the unpaired
electron, including the self-interaction, exchange with electrons
of like spin, and correlation effects, needs to be corrected by

Figure 5. Isosurface contours ofm(r ) ()0.002) for a separation of
3.4 Å between a guanine cation and molecule in the canonical Arnott
B-DNA geometry calculated at different levels of theory. The “ROBLYP-
SIC” results were obtained by settinga ) 0.8 andb ) 0.5.

Figure 6. Projection ofm(r ) between a guanine cation and molecule
in the canonical Arnott B-DNA geometry (0.08 Å bin).

TABLE 2: Vertical Ionization Potentials (eV) for Benzene
and the DNA Bases at the ROBLYP Level of Theory
Compared to Currently Accepted Values

SIC for selected values ofa,b

molecule no SIC 0.8,0.4 0.8,0.5 0.8,0.6 ref

guanine 7.56 6.84 7.64 8.37 8.24a

adenine 7.94 7.27 8.04 8.73 8.44a

cytosine 8.33 5.70 7.00 8.29 8.80a

thymine 8.48 7.51 8.29 9.05 ∼9.1a

benzene 8.97 7.57 8.34 9.08 9.448b

a Experimental values quoted from refs 43 and 44.b CCSD(T)/cc-
pV∞Z value from ref 45.
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roughly 20-30% relative to the Hartree energy, assuming that
the energy terms,EH[m(r )] andEXC[m(r ),0], which are opposite
in sign, are also similar in magnitude. That is, the relative
magnitude of the SIC appears to be approximately constant,
but the forces contributing to it are exhibiting a complex distance
dependence, in some way tied to the exchange-correlation
(BLYP) functional.

7. Conclusions

A recently developed empirical self-interaction correction
scheme is a viable method to describe the electronic structure

of selected molecular pairs at both small and large separation
distances. Although a truly optimal set of parameters for allπ
systems discussed above is not available, a reasonable com-
promise can be made with the selection ofa ) 0.8 andb )
0.5. For the benzene, guanine, and adenine stacked pairs, this
choice is compensating for the shortcomings of uncorrected
DFT-BLYP calculations and is correctly predicting alocalized
unpaired electron on the radical cation at large distances ranging
from 6 to 7 Å, consistent with expectations. At shorter
separations (2.5-3 Å), the positive charge (electron hole) is
shared between eclipsed molecules. However, it is localized for
the case of two guanine molecules in vacuo arranged in the
“ideal” (0 K) geometry of the Arnott B-DNA, in agreement with
earlier studies. This method will facilitate future studies of model
DNA fibers and is currently being applied to the investigation
of poly(dA)-poly(dT) using hybrid simulation techniques.
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